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Motivation
● Even in Civil Law domain experts require knowledge about court cases
● How to know which court case contains relevant information?

– Based on known relevant legal paragraphs
– Based on known relevant similar court cases

● Retrieval method for retrieving similar court cases based on court case document
● Austrian Rechtsinformationssystem (RIS) benefits:

– high quality source of legal data
– official legal announcement platform for Austria
– Needed for BRISE E-government project



  

Court Case Data



  

Retrieval Methods
● Lexical

– Language Models
– TF-IDF, BM25

● Neural Methods
– Doc2Vec
– Transformers (BERT next sentence, BERT Dense Retrieval)

● Graph-based
– Graph distance (SimRank, Linked Data Semantic Distance)
– Graph neural networks (Node embeddings)



  

Recent Workshops
● COLIEE 2021 Relevant Case Retrieval: Language 

Model, Vanilla BM25
● AILA 2020 Precedent Retrieval: Lexical Models,  only 

few low-ranked models used embeddings
● Why are neural methods and graph methods 

underrepresented?
● Is it a data problem?



  

Research Questions
● Which text representation method outperform previous 

methods for court case retrieval?
● Does a combined approach of text representation and graph 

representation methods outperform individual methods?
● What is the most effective way of combining text 

representation and graph representation methods?
● Are the novel representations useful for classification and link 

prediction?



  

Creation of Court Case Dataset
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Document Level Retrieval
● Lexical methods should work fine

– Query case preprocessing

● Citation Graph methods
– Most methods independent of text
– Some neural methods use node features → TF-IDF

● Cases too long for BERT Dense Retrieval
– First paragraph?
– Summary?
– Longformer?
– Passages?
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Passage Level Retrieval
Move from Passage to Document Level with Aggregation Function  

Althammer, Sophia, et al. "DoSSIER@ COLIEE 2021: Leveraging dense retrieval and 
summarization-based re-ranking for case law retrieval." arXiv preprint 
arXiv:2108.03937 (2021).



  

Passage Level – Implicit Graph
Fine-tune Transformer based on Citation Graph Data

Cohan, Arman, et al. "Specter: Document-level representation learning using citation-
informed transformers." arXiv preprint arXiv:2004.07180 (2020).



  

Passage Level – Explicit Graph
Train Graph Neural Network to create Graph Embedding

Jeong, Chanwoo, et al. "A context-aware citation recommendation model with BERT 
and graph convolutional networks." Scientometrics 124.3 (2020): 1907-1922.



  

Passage Level – Explicit Graph
Use Transformer Output to create Node Embeddings

Hamilton, William L., Rex Ying, and Jure Leskovec. "Inductive representation learning 
on large graphs." Proceedings of the 31st International Conference on Neural 
Information Processing Systems. 2017.
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