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"peruanse 92 cocain very good 

snife and for people tghe want 

cooking out very good smills

good frech from the block 

orginail good good good AAA.“ 

– drug reseller on the 

DreamMarket

Real Item listing from the White House Market – accessed on the 12.04.2021

http://voh5342e6nnxieprcsafwk5rfphgfbrbq2ihftfzrjsbndmb6u5jx4id.onion/welcome



• Named Entity Recognition (NER)

• Challenges

• Noisy user-generated data

• Uncommon entity type

• Data sparsity issues

310.05.2021

PROBLEM DESCRIPTION

https://zihanliu1026.medium.com/crossner-evaluating-cross-domain-named-entity-recognition-1a3ee2c1c42b



1. Can we improve NER models by pre-training on different NER 

dataset?

2. Can Language Models for noisy text benefit from pre-training on well-

structured text?

3. Can distantly supervised datasets boost the performance of a NER 

system with different text structure?

4. Does the aforementioned transfer learning NER model show a 

competitive edge against state of the art NER models?

RESEARCH QUESTIONS

410/05/2021 *Performance improvements are evaluated upon F1-Score according to NER Metric from CoNLL2003



• Only a single Darknet NER dataset available from Al. Nabki et. Al 2019 [3-5] - NuToT

• DreamMarket & Grams

• Creation of a new dataset

• Regex-based datasets

• Distantly supervised dataset

• Manually create dataset

• Crowd-Sourcing

DATA SOURCES

510/05/2021
https://www.gwern.net/DNM-archives

https://www.azsecure-data.org/home.html

https://www.gwern.net/DNM-archives
https://www.azsecure-data.org/home.html


• Annotation Guidelines are a first class citizen

• Pilot Studies are fundamental

• Static pre-processing required

• Quality Assurance

CROWD SOURCING

610/05/2021

M. Sabou, Kalina Bontcheva, Leon Derczynski, and A. Scharl. Corpus

annotation through crowdsourcing: Towards best practice guidelines. In LREC, 2014.



• DreamMarket SQL Dump

• Pseudonymization

• Data Cleansing

• Default NEA Interfaces

• Pilot Studies

• Simplicity of Language

• Importance of Examples

DATA PREPARATION
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• Mediocre results

• Entry tests

• Continuos Quality Monitoring

• Geo Restrictions + Top Annotators

• Cumbersome Quality Assurance

• Max. row limit without license = 1000

PROJECT EXECUTION - APPEN
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• Good results

• „Master“-Annotators

• Reputation is important

• Entry tests

• Rejections/Blocks

• Self-Service 

PROJECT EXECUTION - AMAZON MTURK
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https://turkerview.com/requesters/ARC1S630YUZZE/reviews



• Majority Voting (+Weights)

• IAA and data conversion scripts

• Review via Labelstudio

AGGREGATION AND QUALITY ASSURANCE
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ANNOTATION RESULTS

1110/05/2021

IAA Appen MTurk

Cohen‘s Kappa 0,43 0,76

Makro F1 0,60 77,55

Micro F1 0,55 0,79

Final Annoation.. MTurk Appen

% of chars added by reviewer 8,56 25,81

% of chars deleted 3,51 0,89

% of tags added/edited by

reviewer

13,19 27,49

% of tags deleted/altered 8,65 10,45

Cohen‘s KappaI Interpretation: A. Viera and J. Garrett. Understanding interobserver agreement: the

kappastatistic.Family medicine, 37 5:360–3, 2005.



• Annotation Guidelines! Annotation Guidelines! Annotation Guidelines!

• Be aware of entry barriers

• Volatile market

• F1-Agreement > Cohens Kappa 

• More Annot. =!= higher agreement

• Custom solutions pay off

CONCLUSIONS – CROWD SOURCING

1210/05/2021



• 3507 item listings with 364.003 words

• Train 2244 / Dev 561 / Test 702

• Over 3k unique drugs and 15k total occurences

FINAL DATASET

1310/05/2021



• Transformer architecture for word embeddings

• LM Fine-tuning on various text corpora

• Rigid Regularization due to overfitting

• Noisy source domains for NER task such as W-NUT 2017 or Broad Twitter Corpus

• Additional Few-shot approach for domain adaption

MODELLING APPROACH

1410/05/2021

Pre-Training

LM on  target domain

text

Learning NER

TASK in noisy

source domain

Learning NER 

Model on target

domain



Model - FewShot DAPT** Dropout F1-Score* Precision Recall

Best FLAIR model None 0,0 59,37

BERT Baseline None 0,0 66,69 68,03 65,41

Best BERT model ALL 0,5 71,37 73,48 69,38

EXPERIMENTAL RESULTS –

HYPER-PARAMETER TUNING

1510/05/2021

Model - Full Trainingset DAPT** Dropout F1-Score* Precision Recall

Best FLAIR model None 0,0 72,84

RoBERTa Baseline None 0,0 80,49 83,26 77,89

Best RoBERTa model ALL 0,5 82,79 83,94 81,67

*F1-Score according to CoNLL2003 NER evaluation metric

** DAPT- Domain Adaptive Pre-Training Text is the text corpora used for adapting the Language model to the

Target domain



RESULTS – TASK ADAPTATION

FULL TRAINING DATASET

1610/05/2021
*F1-Score according to CoNLL2003 NER evaluation metric

Pre-Training Dataset LM DAPT** Drop. F1-Score* Precision Recall

NO Pre-Training BERT All 0.5 82,17 85,01 79,52

CoNLL BERT All 0.5 79,98 85,89 74,83

BTC BERT All 0.5 81,76 85,47 78,36

W-NUT BERT All 0.5 80,48 84,35 76,95

NuToT BERT All 0.5 82,58 86,76 78,79

Wikipedia (distantly supervised) BERT All 0.5 78,17 79,89 76,52

** DAPT- Domain Adaptive Pre-Training Text is the text corpora used for adapting the Language model to the

Target domain



RESULTS – TASK ADAPTATION

FEWSHOT

1710/05/2021 *F1-Score according to CoNLL2003 NER evaluation metric

Pre-Training Dataset LM DAPT** Drop. F1-Score* Precision Recall

NO Pre-Training BERT All 0.5 71,37 73,48 69,38

CoNLL BERT All 0.5 66,73 72,44 61,86

BTC BERT All 0.5 69,97 77,06 64,07

W-NUT BERT All 0.5 67,6 71,69 63,94

NuToT BERT All 0.5 70,28 73,94 66,97

Wikipedia (distantly supervised) BERT All 0.5 61,03 65,2 57,36

** DAPT- Domain Adaptive Pre-Training Text is the text corpora used for adapting the Language model to the

Target domain



QUALITATIVE EVALUATION - STREAMLIT
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1. No significant improvement - Effective pre-training for NER task requires datasets with 

high quality and vocabulary / entity type overlap, rather than textual similarity.

2. Well structured pre-training corpora are a valuable resource for fine-tuning a 

Language Model for noisy user generated texts.

3. Distant supervision using DBPedia Spotlight API, did not achieve the necessary 

annotation quality in our setting

4. Our models outperformed the „off-the-shelf“ model by 10-12 points in terms of F1-

Score. This performance improvement was worth the extra effort.

CONCLUSIONS – RESEARCH QUESTIONS

1910/05/2021



• Dataset for illicit drug recognition in darknet markets

• Pre-training text corpora for darknet markets

• Insight onto performance factors for pre-training on NER

CONTRIBUTION

2010/05/2021
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