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Introduction

● Interpretability is the degree to which a human can
understand the cause of a decision
(Tim Miller: “Explanation in Artificial Intelligence:
Insights from the Social Sciences.”)

“You can ask a human, but, you know, what cognitive psychologists have 
discovered is that when you ask a human you’re not really getting at the 
decision process. They make a decision first, and then you ask, and then they 
generate an explanation and that may not be the true explanation.” 
- Peter Norvig
(Muhamad Aurangzeb et al.: “Explainable AI in Healthcare”)



Introduction

Individual predictions (local) Whole prediction process (global)

Directly from prediction process (self-explaining) Post-processing required (post-hoc)

Convincing humans (Plausibility) Reflects true reasoning process of model 
(Faithfulness)

● Model-specific vs. model-agnostic
● Examples and counter-examples
● Proxy models
● ...

(Alon Jacovi and Yoav Goldberg.: “Towards Faithfully Interpretable NLP Systems: How should we define and evaluate faithfulness?”
 Andreas Rauber.: “Security, Privacy and Explainability In ML - Explainability” TU Wien)
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Data sets

MNIST data & IMDB Dataset of 50K Movie Reviews

(LeCun et al.: “The MNIST Dataset Of Handwritten Digits”) (Maas et al.: “Learning Word Vectors for Sentiment Analysis”)



Data sets / Task

MNIST data & IMDB Dataset of 50K Movie Reviews

10 classes 2 classes



Data sets / Models

MNIST data & IMDB Dataset of 50K Movie Reviews

Convolutional & 
Dense layers

LSTM & 
Dense layers



LIME 



LIME 

● Model agnostic
● Local explanation
● Explanation through visual or 

textual artifacts
● Usage of interpretable classifier



LIME algorithm

● Sampling around sample of 
interest

● Distances from new samples 
to original one

● Training of an interpretable 
classifier with
weighted samples

● Extraction of coefficients from 
interpretable classifier

● Usage of coefficients for artifact 
creation

(Ribeiro et al.: “"Why Should I Trust You?": Explaining the Predictions of Any Classifier”)



Ingredients

● Sampling: Switching attributes off, leaving out word, switching (super-)pixels off
● Distance calculation: Cosine or euclidean distance for text, pixels, etc. 
● Interpretable Classifier: Linear classifiers like Linear Regression
● Order on attributes by sorting the coefficients of the interpretable classifier
● Artifact creation by choosing top-N attributes or colour coding of attributes with respect to 

coefficients

...or just use all pixels

❏ this movie is amazing while being funny and entertaining it 
is also profoundly deep and eye opening

❏ this ____ is amazing while ____ funny and entertaining it is 
____ profoundly ____ and eye ____ 

❏ ____ movie ____ amazing ____ being funny and entertaining 
it is also ____ deep and eye ____ 

❏ this ____ is amazing while being ____ and____ entertaining 
it is also profoundly ____ and eye opening

❏ this ____ is amazing while being funny ____ entertaining 
____ is also ____ deep and eye opening

❏ ...



LIME on MNIST - examples

2, 3 and 4 superpixels active



LIME on MNIST - examples

most important 20% pixels active 



LIME on MNIST - examples

Importance of individual pixels with 111, 222, 1111 and 2222 samples from left to right



Sentiment 
Classification

Example
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Sentiment Classification - StarWars example
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Sentiment Classification - StarWars example



Unwanted Bias detection with LIME

Husky classified as wolf and superpixels as explanation
Text classified as atheism and 
highlighted words as explanation 

(Ribeiro et al.: “"Why Should I Trust You?": Explaining the Predictions of Any Classifier”) (Ribeiro https://github.com/marcotcr/lime)



Faithful Interpretations 
& Explanation Sets



Faithful 
Interpretations

● Faithfulness: 
“[A] faithful interpretation is
one that accurately represents the 
reasoning process behind the 
model’s prediction.”



Faithful Interpretations - Assumptions

● Assumption 1 (The Model Assumption). 
Two models will make the same predictions if and only if they use the same reasoning 
process.

● Assumption 2 (The Prediction Assumption).
On similar inputs, the model makes similar decisions if and only if its reasoning is similar.

● Assumption 3 (The Linearity Assumption).
Certain parts of the input are more important to the model reasoning than others. Moreover, 
the contributions of different parts of the input are independent from each other.

● Corollary 1.1. An interpretation system is unfaithful if it results in different interpretations of
models that make the same decisions

● Corollary 2. An interpretation system is unfaithful if it provides different interpretations for 
similar inputs and outputs

(Alon Jacovi and Yoav Goldberg.: “Towards Faithfully Interpretable NLP Systems: How should we define and evaluate faithfulness?”)
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Activations clustered in 2 dimensional 
space

Explanation Sets



Explanation Sets

● Different samples lead to 
different activations of neurons

● We group all training samples 
with respect to their neuron 
activation

● A new sample gets grouped into 
one of the group by its own 
neuron activity

● Training samples from this group 
serve as “faithful” explanations



Explanation Sets - MNIST - all layers

Sample to explain

Samples which evoke similar neuron activity



Explanation Sets - MNIST - only Conv layers

Sample to explain

Samples which evoke similar neuron activity



Explanation Sets - IMDb

❖ When the model "saw"
➢ Im guessing that the movie was based on book given the number of characters and subplots during 

thought that the movie creators perhaps the writer or director intended to create an epic movie [...]

❖ the neuron activity was similar to when it "saw" the following training samples:
➢ there is no such thing as perfect murder lieutenant columbo knows that ken franklin who is the other 

half of the writing team of detective stories doesn know that he kills his partner jim who had plans [...]
➢ Ive been fan of columbo since childhood and still enjoy watching them there was break for many 

years that they weren showing columbo stories at all but now he back back for one more question
➢ this is my first awful rating ever on imdb and couldn think of more deserving film to honor it with 

hoped for entertaining trash and found trash of the saddest kind found film which no one can 
possibly have cared bit about including its creator hell ride directed written by and starring larry friend 
of bishop [...]

➢ the main reason for writing this review is found this of great play and worthy film horrible movie 
experience if can save someone from watching it will have done good thing this new version is [...]

➢ I rented this when it came out on video in after it again my idea about it hasn changed much was an 
adult then and Im still an adult now illogical elements mentioned by other reviewers didn bother me 
this isn a documentary it a fantasy story where animals can talk [...]



Counterfactual Examples



Counterfactual 
Examples

“What-if”-method:
● the model should tell us how a 

sample must look like in order to 
be classified in a specific class. 

● Achieved by an encoder decoder 
structure in front of the model.

● Encoder Decoder is initialized as 
an identity function.

Flatten    Dense    Reshape           actual model



Counterfactual 
Examples

Normal training phase

       Frozen/Non-trainable                 Trainable



Counterfactual 
Examples

Sample creation phase

               Trainable                       Frozen/Non-trainable  



Counterfactual 
Examples

New sample extraction

New sample belongs to class x with probability p



Counterfactual Examples

Examples - MNIST

more than 75% probability more than 85% probability 



Counterfactual Examples

Examples - non black background

more than 85% probability more than 90% probability 
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Examples - non black background - from nothing

Class 7 with more than 75% 
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Counterfactual Examples

Examples - non black background - from nothing to something

Class 8 with more than 75% 



Counterfactual Examples

Examples - non black background - from nothing to something

more than 75% probability



Counterfactual 
Examples

Possible Extensions:
● Only allow change in some parts 

of the image
● Permutation of (super-)pixels
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Possible Extensions:
● Only allow change in some parts 

of the image
● Permutation of (super-)pixels
● Ideas ?

 



Examples - IMDb

Counterfactual creation with encoder-decoder structure not possible for the 
sentiment classification task using GD, since :
● Embedding layer is not differentiable
● Inverse Embedding is hard to find



Thank you for your attention!

Questions/ideas/feedback ?

Pictures from papers or own if nothing specified


